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I. INTRODUCTION

The phenomenon of diffraction is familiar to us from
many areas of physics and is generally understood to arise
from the constructive or destructive interference of waves.
One such example, a plane wave impinging on a single
slit is shown in Fig. 1. In the strong interactions, diffrac-
tive events have long been interpreted as resulting from
scattering of sub-atomic wave packets via the exchange of
an object called the Pomeron (named after the Russian
physicist Isaac Pomeranchuk) that carries the quantum
numbers of the vacuum. Indeed, much of the strong in-
teraction phenomena of multi-particle production can be
interpreted in terms of these Pomeron exchanges.

FIG. 1:

In the modern strong interaction theory of Quan-
tum ChromoDynamics (QCD), the simplest model of
Pomeron exchange is that of a colorless combination
of two gluons, each of which individually carries color
charge. In general, diffractive events probe the com-
plex structure of the QCD vacuum that contains color-
less gluon and quark condensates. Because the QCD vac-
uum is non–perturbative and because much of previously
studied strong interaction phenomenology dealt with soft
processes, a quantitative understanding of diffraction in
QCD remains elusive.

Significant progress can be achieved throught the study
of hard diffractive events at collider energies. These al-
low one to study hadron final states with invariant masses
much larger that the fundamental QCD momentum scale
of ∼ 200 MeV. By the uncertainity principle of quantum
mechanics, these events therefore provide considerable
insight into the short distance structure of the QCD vac-
uum.

A QCD diagram of a diffractive event is shown in
Fig. 2. It can be visualized in the proton rest frame as
the electron emitting a photon with virtuality Q2 and
energy ω, that subsequently splits into a quark–anti-
quark+gluon dipole; other wave packet dipole configura-
tions are also feasible. These dipoles interact coherently
with the hadron target via a colorless exchange. The
figure depicts this as a colorless gluon ladder, which as
discussed previously, is a simple model of Pomeron ex-
change.

Because the spread in rapidity between the dipole and
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The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder
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every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
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Hahn, Ravenhall, and Hofstadter, 
Phys Rev 101 (1956)
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I. INTRODUCTION

The phenomenon of diffraction is familiar to us from
many areas of physics and is generally understood to arise
from the constructive or destructive interference of waves.
One such example, a plane wave impinging on a single
slit is shown in Fig. 1. In the strong interactions, diffrac-
tive events have long been interpreted as resulting from
scattering of sub-atomic wave packets via the exchange of
an object called the Pomeron (named after the Russian
physicist Isaac Pomeranchuk) that carries the quantum
numbers of the vacuum. Indeed, much of the strong in-
teraction phenomena of multi-particle production can be
interpreted in terms of these Pomeron exchanges.

FIG. 1:

In the modern strong interaction theory of Quan-
tum ChromoDynamics (QCD), the simplest model of
Pomeron exchange is that of a colorless combination
of two gluons, each of which individually carries color
charge. In general, diffractive events probe the com-
plex structure of the QCD vacuum that contains color-
less gluon and quark condensates. Because the QCD vac-
uum is non–perturbative and because much of previously
studied strong interaction phenomenology dealt with soft
processes, a quantitative understanding of diffraction in
QCD remains elusive.

Significant progress can be achieved throught the study
of hard diffractive events at collider energies. These al-
low one to study hadron final states with invariant masses
much larger that the fundamental QCD momentum scale
of ∼ 200 MeV. By the uncertainity principle of quantum
mechanics, these events therefore provide considerable
insight into the short distance structure of the QCD vac-
uum.

A QCD diagram of a diffractive event is shown in
Fig. 2. It can be visualized in the proton rest frame as
the electron emitting a photon with virtuality Q2 and
energy ω, that subsequently splits into a quark–anti-
quark+gluon dipole; other wave packet dipole configura-
tions are also feasible. These dipoles interact coherently
with the hadron target via a colorless exchange. The
figure depicts this as a colorless gluon ladder, which as
discussed previously, is a simple model of Pomeron ex-
change.

Because the spread in rapidity between the dipole and
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Why? Standard model of Heavy Ion Collisions
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How well do we know the initial state?
Momentum density functions:
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contribution to the coincidence probability which should disappear in going from p+p to d+Au if
saturation sets in. The data show that the width of the near-side peak remains nearly unchanged
from p+p to d+Au, and particularly from peripheral to central d+Au collisions. Central d+Au
collisions show a substantially reduced away side peak that is significantly broadened. Shown in the
right plot of Fig. 5 is a comparison with theoretical expectations using the CGC framework. The
calculation uses a fixed saturation scale Qs and consider valence quarks in the deuteron scattering
off low-x gluons in the nucleus with impact parameter b = 0 [27, 28]. This measurement represent
the to-date strongest hint for saturation phenomena at RHIC and underlines the strength of
forward-forward correlation measurements.

0.1.2 Nuclear Effects

The study of hard probes is a vital part of the RHIC program. The understanding of the production
of high-pT partons of any flavor in A+A collisions is mandatory for the interpretation of the final
state spectra of hadrons and jets and their interaction with the medium. Other than for bulk matter,
hard probes are calculable in perturbative QCD. However, pQCD calculation require the precise
knowledge of two non-perturbative ingredients: the fragmentation function and the universal parton
distribution function (PDF) of the colliding hadrons. In LO the PDF represents the probability
of finding a parton of a given flavor with fractional momentum x at a scale Q2. The PDFs of
the proton are reasonably well known in the range of 10−4 < x < 0.3, dominantly constraint by
precision data on the F2(x,Q2) structure functions from DIS experiments and a rich set of data
from hadron colliders (see also Fig. 1). As a consequence pQCD calculation in p+p collisions at
RHIC energies are remarkably precise, describing measured jets and meson spectra to within ∼10%.
Figure 6 shows the fractional contribution from gg, qg, and qq scattering processes to π0 production
at mid-rapidity for RHIC (black) and LHC (blue) in p+p collisions [29]. Note, the dominance of
gg and qg processes up to xT = pT /

√
s ∼ 0.06.

The fact that nuclear parton distributions in nuclei are different from the superposition of those
of their constituents nucleons is a well known phenomenon since the early seventies. Typically one
does not characterize the nuclear PDFs directly, but uses the ratio,

RA(x,Q2) =
fA
i (x,Q2)

Afnucleon
i (x,Q2)

, fi = q, q̄, g, (2)

which can alternatively be expressed as the ratio of the nuclear structure function (F2 for quarks,
and FL for gluons) per nucleon divided by the nucleon structure function.

The behavior of RA(x,Q2) as a function of x for a given scale Q2 is typically divided into
four approximate regions: (i) the Fermi motion region with RA > 1 for x > 0.8, (ii) the EMC
effect region with RA < 1 for 0.25 < x < 0.8, (iii) the anti-shadowing region with RA > 1 for
0.1 < x < 0.25, and (iv) the shadowing region with RA < 1 for x < 0.1. While the EMC range is
only relevant for the highest pT observable at RHIC, shadowing (anti-shadowing) effects can have
a profound impact on the parton spectra from the initial scattering processes in A+A collisions.

Figure 7 shows a leading order DGLAP analysis of nuclear parton distribution functions (nPDFs)
and their uncertainties from the EPS group [3] compared to other commonly used nPDFs. Nuclear

7

•PDFs in p are reasonable well under control for 10-4 < x < 0.3

•PDFs in A less constraint (at low-x could hide higher twist effects)

•EMC (0.25 < x < 0.8) only at very high pT at RHIC

•Anti-shadowing (0.1 < x < 0.25)

•Shadowing (x < 0.1) 
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Why is diffraction so great?
Diffraction sensitive to gluon momentum distributions2:

σ ∝ g(x,Q2)2
γ∗ V = J/ψ,φ, ρ

p p′

z

1 − z

%r

%b

(1 − z)%r

x x′

How does the gluon 
distribution saturate at 

small x?

18

which “glue” the quarks together. But experiments probing proton structure at the HERA
collider at Germany’s DESY laboratory, and the increasing body of evidence from RHIC
and LHC, suggest that this picture is far too simple. Countless other gluons and a “sea” of
quarks and anti-quarks pop in and out of existence within each hadron. These fluctuations
can be probed in high energy scattering experiments: due to Lorentz time dilation, the
more we accelerate a proton and the closer it gets to the speed of light, the longer are the
lifetimes of the gluons that arise from the quantum fluctuations. An outside “observer”
viewing a fast moving proton would see the cascading of gluons last longer and longer the
larger the velocity of the proton. So, in effect, by speeding the proton up, one can slow
down the gluon fluctuations enough to “take snapshots” of them with a probe particle sent
to interact with the high-energy proton.

In DIS experiments one probes the proton wave function with a lepton, which interacts
with the proton by exchanging a (virtual) photon with it (see the Sidebar on page ... ).
The virtuality of the photon Q2 determines the size of the region in the plane transverse
to the beam axis probed by the photon: by uncertainty principle the region’s width is
∆r⊥ ∼ 1/Q. Another relevant variable is Bjorken x, which is the fraction of the proton
momentum carried by the struck quark. At high energy x ≈ Q2/W 2 is small (W 2 is the
center-of-mass energy squared of the photon-proton system): therefore, small x corresponds
to high energy scattering.

0.2

0.4

0.6

0.8

1

10-4 10-3 10-2 10-1 1

 experimental uncertainty

 model uncertainty

 parametrization uncertainty
 

 HERAPDF1.7 (prel.) 

 HERAPDF1.6 (prel.) 

x

xf
(x

, 
Q

2
)

 Q2 = 10 GeV2

vxu

vxd

xS (× 0.05)

xG (× 0.05)

 HERA

Figure 1.1: Proton parton distribution functions plotted a functions of Bjorken x. Note
that the gluon and sea quark distributions are scaled down by a factor of 20. Clearly gluons
dominate at small-x.

The proton wave function depends on both x and Q2. An example of such dependence
is shown in Fig. 1.1, representing some of the data reported by HERA for DIS on a proton.
Here we plot the x-dependence of the parton (quark or gluon) distribution functions (PDFs).
At the leading order PDFs can be interpreted as providing the number of quarks and gluons
with a certain fraction x of the proton’s momentum. In Fig. 1.1 one can see the PDFs of

4
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Saturation at eRHIC
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Saturation at eRHIC
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QCD in the limit of the large number of colors Nc.2 Generalization of Eq. (1.3) beyond the
large-Nc limit is accomplished by the Jalilian-Marian–Iancu–McLerran–Weigert–Leonidov–
Kovner (JIMWLK) [62, 64, 65, 68, 69] evolution equation, which is a functional differential
equation.

The physical impact of the quadratic term on the right of Eq. (1.3) is clear: it slows down
the small-x evolution, leading to parton saturation, when the number density of partons
stops growing with decreasing x. The corresponding total cross sections satisfy the black
disk limit of Eq. (1.2). The effect of gluon mergers becomes important when the quadratic
term in Eq. (1.3) becomes comparable to the linear term on the right-hand-side. This gives
rise to the saturation scale Qs, which grows as Q2

s ∼ (1/x)λ with decreasing x [55, 61,96].

1.1.2 Classical Gluon Fields and the Nuclear “Oomph” Factor

We have argued above that parton saturation is a universal phenomenon, valid both for
scattering on a proton or a nucleus. Here we demonstrate that nuclei provide an extra
enhancement of the saturation phenomenon, making it easier to observe and study experi-
mentally.

Imagine a large nucleus (a heavy ion), which was boosted to some ultrarelativistic ve-
locity, as shown in Fig. 1.4. We are interested in the dynamics of small-x gluons in the
wave function of this relativistic nucleus. One can show that due to the Heisenberg un-
certainly principle the small-x gluons interact with the whole nucleus coherently in the
longitudinal (beam) direction: therefore, only the transverse plane distribution of nucleons

Boost

Figure 1.4: Large nucleus before and after an ultrarelativistic boost.

is important for the small-x wave function. As one can see from Fig. 1.4, after the boost,
the nucleons, as “seen” by the small-x gluons with large longitudinal wavelength, appear
to overlap with each other in the transverse plane, leading to high parton density. Large
occupation number of color charges (partons) leads to classical gluon field dominating the
small-x wave function of the nucleus. This is the essence of the McLerran-Venugopalan
(MV) model [94]. According to the MV model, the dominant gluon field is given by the
solution of the classical Yang-Mills equations, which are the QCD analogue of Maxwell
equations of electrodynamics.

2An equation of this type was originally suggested by Gribov, Levin and Ryskin in [55] and by Mueller
and Qiu in [97], though at the time it was assumed that the quadratic term was only the first non-linear
correction with higher order terms expected to be present as well: in [28,78] the exact form of the equation
was found, and it was shown that in the large-Nc limit Eq. (1.3) does not have any higher-order terms in N .

7

20Friday, June 8, 2012



Saturation at eRHIC
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How to measure 
diffraction at eRHIC

22

22Friday, June 8, 2012



Key eA measurements at 
eRHIC

23

1 ! Q2 ! 4 GeV2 where a comparison between the two approaches can be made (see
Fig. 1.12). As with all complex problems in high energy nuclear physics at the end the final
insight will come from the thorough comparison of models calculations with a multitude of
measurements, each investigating different aspects of the low-x regime. We will learn from
varying the ion species, A, from light to heavy nuclei, studying the Q2, x, and t dependence
of the cross-section in inclusive, semi-inclusive, and exclusive measurements in DIS and
diffractive events.

In what follows we discuss a small set of key measurements whose ability to extract novel
physics is beyond question. They serve primarily to exemplify the very rich physics program
available at an EIC. These “golden” measurements are summarized in Tab. 1.1, where also
their feasibility in stage-I (medium energy) and stage-II (full EIC energy) is indicated.
These measurements are discussed in further detail in the remainder of this section. It
should be stressed that the low-x physics program will only reach its full potential when the
beam energies are large enough to reach sufficiently deep into the saturation regime. This
will be ultimately only be possible in stage-II where x ∼ 10−4 can be reached at Q2 values
of 1–2 GeV2 as indicated in Fig. 1.12. Only the highest energies will give us enough lever
arm in Q2 to study the crossing into the saturation region allowing us at the same time the
comparison with pQCD and CGC predictions.

Deliverables Observables What we learn Stage-I Stage-II

Integrated gluon F2,L Nuclear wave Gluons at Exploration

momentum function; 10−3 ! x ! 1 of the saturation

distributions saturation regime

kT -dependent Di-hadron Non-linear QCD Onset of Nonlinear

gluons; correlations evolution/universality; saturation; small-x

gluon correlations saturation scale Qs Qs measurement evolution

Spatial gluon Diffractive dissociation Nonlinear small-x saturation Spatial

distributions; σdiff/σtot evolution; vs. non-saturation gluon

gluon correlations vector mesons & DVCS saturation dynamics; models distribution;

dσ/dt, dσ/dQ2 black disk limit Qs vs centrality

Table 1.1: Key measurements in eA collisions at an EIC addressing the physics of high gluon
densities.

The error bars depicted in the figures described in this section are derived by assuming
an integrated luminosity of

∫

Ldt = 10 fb−1/A for each species and include experimental
cuts (acceptance and momentum). Systematical uncertainties were not evaluated.

1.2.1 Structure Functions

As we mentioned above in Sec. 1.1.4, the differential unpolarized cross-section for DIS is
fully described by a set of basic kinematic variables and two structure functions, F2(x,Q2)
and FL(x,Q2), that encapsulate the rich structure of quarks and anti-quarks (F2) and gluons
(FL). The structure function FL is directly proportional to the gluon distribution function,
FL(x,Q2) ∝ αs xG(x,Q2), at low x and not very small Q2 [39,100]. The precise knowledge
of FL is mandatory for the study of gluons and their dynamics in nucleons and nuclei (see
Sidebar ....).

As demonstrated in Sec. 1.1.4 and shown in Fig. 1.9, various models have different pre-
dictions for the gluon distribution ratio RG(x,Q2). The same is true for the ratios R2(x,Q2)

18
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• Identify Most Forward Going Particle 
(MFP) 

p/A
beam

e
beam

max

0

Detector Acceptance

Other particles (if any)

Rapidity Gap

p/A direction e direction

rapidity
-8 -6 -4 -2 0 2 4 6 8

0
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0.04
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0.08
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e+p: RAPGAP: MFP in Event
2+100 GeV - DIS
5+100 GeV - DIS
10+100 GeV - DIS
20+100 GeV - DIS
30+100 GeV - DIS
2+100 GeV - Diff
5+100 GeV - Diff
10+100 GeV - Diff
20+100 GeV - Diff
30+100 GeV - Diff

Diffractive ρ0  production at 
eRHIC: η of MFP

M. Lamont ’10

DIS

DiffractiveHermeticity requirement:
• needs just to detect presence
• does not need momentum or PID
• studies done at BNL: can achieve 1% 

contamination, 80% efficiency

Measuring Diffraction at eRHIC
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p = 100 GeV
(10σ)For coherent diffraction one needs 

to measure the scattered ion. 
Only possible if it is separated from 
the beamline detectors by an 
angle       , which requires a 
momentum kick of at least:

For incoherent diffraction all beam 
remnants have to be measured for t 
to be reconstructed.

Both cases impossible - Need 
exclusive diffraction!

25

θmin = 0.08mrad

θmin

pmin
t ≈ pAθmin

Measuring t=(p-p’)2
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• Golden channel:  e + A → e’ + VM + A’ 
‣ t = (PA-PA’)2 = (PVM + Pe’ - Pe)2 

‣photoproduction (Q2 ≈ 0):  t ≈ p2T,VM

‣moderate Q2: need pT of e’
‣ Issues:
๏transverse spread of the beam (distorts small t) ⇒ requires beam cooling
๏detect incoherent events  ⇒ detect nuclear breakup

,

Exclusive Vector Meson Production
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•Detecting all fragments pA’ = ∑pn + ∑pp + ∑pd + ∑pα ... not possible
•Focus on n emission
‣Zero-Degree Calorimeter
‣Requires careful design of IR

27

!"#$%&

'$!($)*+&

,-./0*1$23.4*35
,67'8970/82

:2097;<3.4*79$=75.71*

>'74470/82$9*5/13*?/55/82$'9813.05

2

2

2

2

2 1

'

'

2
2

2

1*.7@5

Traditional modeling done in pA:
Intra-Nuclear Cascade

• Particle production
• Remnant Nucleus (A, Z, E*, ...) 
• ISABEL, INCL4

De-Excitation
• Evaporation
• Fission
• Residual Nuclei
• Gemini++, SMM, ABLA  (all no γ)

•Additional measurements:
‣Fragments via Roman Pots
‣γ via EMC

Detecting Nuclear Breakup

27Friday, June 8, 2012



28

3

The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder

Glauber 
(Woods-Saxon)

Diffraction in e+A collisions with the EIC

The e+A Working Group
(Dated: Draft: April 30, 2009)

Abstract to be added ...
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I. INTRODUCTION

The phenomenon of diffraction is familiar to us from
many areas of physics and is generally understood to arise
from the constructive or destructive interference of waves.
One such example, a plane wave impinging on a single
slit is shown in Fig. 1. In the strong interactions, diffrac-
tive events have long been interpreted as resulting from
scattering of sub-atomic wave packets via the exchange of
an object called the Pomeron (named after the Russian
physicist Isaac Pomeranchuk) that carries the quantum
numbers of the vacuum. Indeed, much of the strong in-
teraction phenomena of multi-particle production can be
interpreted in terms of these Pomeron exchanges.

FIG. 1:

In the modern strong interaction theory of Quan-
tum ChromoDynamics (QCD), the simplest model of
Pomeron exchange is that of a colorless combination
of two gluons, each of which individually carries color
charge. In general, diffractive events probe the com-
plex structure of the QCD vacuum that contains color-
less gluon and quark condensates. Because the QCD vac-
uum is non–perturbative and because much of previously
studied strong interaction phenomenology dealt with soft
processes, a quantitative understanding of diffraction in
QCD remains elusive.

Significant progress can be achieved throught the study
of hard diffractive events at collider energies. These al-
low one to study hadron final states with invariant masses
much larger that the fundamental QCD momentum scale
of ∼ 200 MeV. By the uncertainity principle of quantum
mechanics, these events therefore provide considerable
insight into the short distance structure of the QCD vac-
uum.

A QCD diagram of a diffractive event is shown in
Fig. 2. It can be visualized in the proton rest frame as
the electron emitting a photon with virtuality Q2 and
energy ω, that subsequently splits into a quark–anti-
quark+gluon dipole; other wave packet dipole configura-
tions are also feasible. These dipoles interact coherently
with the hadron target via a colorless exchange. The
figure depicts this as a colorless gluon ladder, which as
discussed previously, is a simple model of Pomeron ex-
change.

Because the spread in rapidity between the dipole and

eRHIC predictions: 
Exclusive diffraction Sartre

T. Ullrich & T.T.
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The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder
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Figure 1.19: dσ/dt distributions for exclusive J/ψ (left) and φ (right) production in coherent
and incoherent events in diffractive eAu collisions. Predictions from saturation and non-
saturation models are shown.

distribution provides valuable information on the fluctuations or “lumpiness” of the source
[85]. As discussed above we are able to distinguish both by detecting the neutrons emitted
by the nuclear breakup in the incoherent case. Again we compare prediction of saturation
and non-saturation models. As for the previous figures the curves were generated with the
Sartre event generator and had to pass through an experimental filter. The experimental
cuts are listed in the figures.

Since the J/ψ is smaller than the φ, as expected one sees little difference between the sat-
uration and no saturation scenarios for exclusive J/ψ production but a pronounced effect for
the φ. For the former the statistical errors after the 3rd minimum become excessively large
requiring substantial more than the used integrated luminosity of 10 fb1/A. The situation is
more favorable for the φ where enough statistics up to the 4th minimum is available. The ρ
meson is even more advantageous but suffers currently from large theoretical uncertainties
in the knowledge of its wave function making calculations less reliable.

1.3 Connection to pA and AA Physics

1.3.1 Connection to pA Physics

Both pA and eA collisions can provide excellent information on the properties of gluons in
the nuclear wave functions. It is therefore only logical to ask for the strength and weaknesses
of the two different programs in exploring the saturation regime.

In the beginning of the RHIC era, the dAu program was perceived as merely a useful
baseline reference for the heavy-ion program. It very soon turned out that due to a wise
choice of colliding energy, RHIC probes the transition region to a new QCD regime of gluon
saturation. While only marginal hints of non-linear effects were observed in DIS experiments
at HERA [37], it is fair to say that very tantalizing hints for gluon saturation were observed
in dA collisions at RHIC [6, 8, 11, 23, 34]. In the upcoming pA program at the LHC these
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Figure 1.16: Top of each panel: the ratio of diffractive over total cross sections, plotted as
a function of the invariant mass of the produced particles M2

X for stage-I (top row) and
stage-II (bottom row) EIC kinematics. Bottom of each panel contains the double ratio
[(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep plotted as a function of M2

X for the same
kinematics as used at the top of each panel. [Error bars to be added]

particles, M2
X (see sidebar D.DDD), for various fixed x and Q2 values. The red curves

represent the predictions of the saturation model [85, 86] based on Model-I of Sec. 1.1.3
combined with the theoretical developments of [35, 54, 80], while the blue curves represent
the leading-twist shadowing (LTS) model [45,46]. The bottom part of each panel depicts the
double ratio [(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep. The upper panels in Fig. 1.16

are plotted for the range of x and Q2 values which will be accessible in stage-I at an EIC,
while the bottom panels represent x and Q2 values to be achieved in stage-II. The ep curves
in both approaches are in a reasonable agreement with the available HERA [33, 85]. The
size of the error bars show that the two scenarios can be clearly distinguished over a wide
x and Q2 range. Note that in the saturation predictions plotted in Fig. 1.16, the nuclear
effects, responsible for the difference between the eAu and ep curves, are stronger at large
Q2: the effect of saturation is to weaken the A-dependence in the σdiff/σtot ratio at low Q2.
Also, in agreement with the expectation that diffraction would be a large fraction of the
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Figure 1.16: Top of each panel: the ratio of diffractive over total cross sections, plotted as
a function of the invariant mass of the produced particles M2

X for stage-I (top row) and
stage-II (bottom row) EIC kinematics. Bottom of each panel contains the double ratio
[(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep plotted as a function of M2

X for the same
kinematics as used at the top of each panel. [Error bars to be added]

particles, M2
X (see sidebar D.DDD), for various fixed x and Q2 values. The red curves

represent the predictions of the saturation model [85, 86] based on Model-I of Sec. 1.1.3
combined with the theoretical developments of [35, 54, 80], while the blue curves represent
the leading-twist shadowing (LTS) model [45,46]. The bottom part of each panel depicts the
double ratio [(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep. The upper panels in Fig. 1.16

are plotted for the range of x and Q2 values which will be accessible in stage-I at an EIC,
while the bottom panels represent x and Q2 values to be achieved in stage-II. The ep curves
in both approaches are in a reasonable agreement with the available HERA [33, 85]. The
size of the error bars show that the two scenarios can be clearly distinguished over a wide
x and Q2 range. Note that in the saturation predictions plotted in Fig. 1.16, the nuclear
effects, responsible for the difference between the eAu and ep curves, are stronger at large
Q2: the effect of saturation is to weaken the A-dependence in the σdiff/σtot ratio at low Q2.
Also, in agreement with the expectation that diffraction would be a large fraction of the
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Figure 1.16: Top of each panel: the ratio of diffractive over total cross sections, plotted as
a function of the invariant mass of the produced particles M2

X for stage-I (top row) and
stage-II (bottom row) EIC kinematics. Bottom of each panel contains the double ratio
[(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep plotted as a function of M2

X for the same
kinematics as used at the top of each panel. [Error bars to be added]

particles, M2
X (see sidebar D.DDD), for various fixed x and Q2 values. The red curves

represent the predictions of the saturation model [85, 86] based on Model-I of Sec. 1.1.3
combined with the theoretical developments of [35, 54, 80], while the blue curves represent
the leading-twist shadowing (LTS) model [45,46]. The bottom part of each panel depicts the
double ratio [(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep. The upper panels in Fig. 1.16

are plotted for the range of x and Q2 values which will be accessible in stage-I at an EIC,
while the bottom panels represent x and Q2 values to be achieved in stage-II. The ep curves
in both approaches are in a reasonable agreement with the available HERA [33, 85]. The
size of the error bars show that the two scenarios can be clearly distinguished over a wide
x and Q2 range. Note that in the saturation predictions plotted in Fig. 1.16, the nuclear
effects, responsible for the difference between the eAu and ep curves, are stronger at large
Q2: the effect of saturation is to weaken the A-dependence in the σdiff/σtot ratio at low Q2.
Also, in agreement with the expectation that diffraction would be a large fraction of the
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Summary
To understand many properties at of heavy ion collision 

one must have a detailed understanding of the initial 
conditions of the ions.

eRHIC is a perfect environment to measure the intial 
condition at high precision.

eRHIC will open up a new regime for saturated QCD.

eRHIC is an ultra high resolution femtoscope!
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